


Example threat: It is likely that most people will always select the test center 
closest to either their work or to their home location. The dense coverage
implies that this should allow the government, or anyone who obtains access
to the data stored at the gov server think about law enforcement) to obtain a 
good guess about where people live and work.

Note: The government also learns who test positives. However, this is not a threat
to citizen's location privacy and the intended function of the system.



Pseudonymisation does not address the risk of an adversary that infers the home 
and work location of an individual. As these two locations can act as an 
identifier, it would still allow the adversary to link this information back to some
auxiliary information and de-anonymise the data.

A better solution would be spatial obfuscation, generalization, cloaking. (Discuss
details of how these techniques apply to the concrete scenario)



Compared to location privacy risks in part 1, without any additional information, the 
central adversary cannot learn home/work locations of individuals.

Still some risks: 

View from central server: The central server sees timestamped, pseudonymous
identifiers observed by a single device. The observation times can be used to 
infer co-location of devices: If device A and device B both have seen device C 
at the same time and later test positive, the central server can infer that
devices A, B and C all met at a specific time.

View from a local adversary with the infrastructure to record BT in POIs: The 
adversary can track which device visited specific POIs and when. As the data 
is linkable this might allow adversary to re-identify the device owner (home 
and work location can be identifiers). This would then allow to track device
over time.


